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Event-triggered inference time Inferences run using a Multi-exit Convolutional Neural Network

O
o STM32 Nucleo-64 board to run inferences

o Uses a SparkFun EDGE board to capture images

o Exit chosen based upon power condition of the system

Experimental Results * IEpmJ and FLOPS

* Generated Pruning and Quantization Policy ) Inter.est.m.g Events per milliJoule and FLOPS . . o
 Maximizing the average accuracy of all events 1s equivalent to maximizing /EpmJ
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